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1 Content

This documentpresents an extension of tfeONTREX UML/MARTE network
modelling methodology This documentis complementaryto the documentation
generated so far in CONTREXgardingthe definition of a modelling methodology for
embedded systems and embedded distributed syft¢musd to the related publications
[6]-[12]. The modelling methodology in turn relies on the CONTREX metanjatiel

As was noticed in D2.2.]1], the CONTREX UML/MARTE methodologys builtup

on top of previousUML/MARTE modelling methodologies (COMPLEX3] and
PHARAON [4]). These methodologies supported embedded system modelling for
design space exploration and for software synthesis.

In CONTREX, the modéng methodology is enhanced to support key aspects in the
modelling and design omixed-criticality systems (MCS)and system®ef-systems
(MCSo0S)[5]. For it, D2.1.1 introduced criticality in the metamodel. D2.2.1 introduced
the mechanisms to describe criticality within the mobleCONTREX, criticality has a
wide meaning, in the sense that criticality can be applied to different modelling
elements (e.g. application components, platform resources and-fuaxdt@nal
propertiss) and be interpreted according to the conté®.2.1 also introduced
improvements, such as contract modelling and polishing of theiptestrof the design
space to better expldilARTE.

D2.2.1 also slightly introduced network modellingetwork modeihg is a needo

enable the methodology to tackle the modelldigembedded distributed systentss

will be shown, the CONTREX network modellingethodologies turns around the

n et wonrokd a fundamental component of the systefrsystems The

CONTREX network modelling methodology enables a rich variety of modelling
possibilities of the node. It is required for a compact and coherent modelling of the
Aicompauaontinuugh present in real net wor ks, whi ch
or actuators to biglata cenes.

This documents extends the work][ik] andin [6]-[12] in order to suppora A mu |l t i

l evel model | i ragnora fepiblecaadc dutbmatach BSE of distited
embedded systems. The presented extension also enables a more homogeneous
integration with previous advances of the Embedded Systems Group of the University
of Cantabria on the UML/MART#ased modelling and design of embedded systems
[3][4]. Section2 provides an introductory background for a deeper understanding of the
contribution of the extension proposed. SecBditerally insers some of the previous

work and results for reader convenience. Sectoimtroduces the overall network
methodology under the extended perspective. Remaining sections are devoted to
introduce the specific features (with emphas the extensions).






2 Background

The CONTREX modelling methodologlgas considerecd bunch of relevant work
which has already addressed network modelling from UML, and MARTE.

Edalab and U.Verona have developed a methodology¥it/MARTE modellingard
estimation of packdbased networks, mostfgcusing orwireless network§][7][8].

The approactsupportsthe automated generatidrom UML/MARTE of a System€

based rodel (relying on the SCNSL library)The simulation of this mode&nables the

QoS analysis of the network performance, i.e. how the network performs under the load
conditions imposed by the application tasks and the network architecture.

Focusing only on mdelling, he methodology supports the description of the network
architecture, by relying onodesand abstract channelsNodes and abstract channels
enable higHevel modelling ofnetwork resources. Their attributes reflect computation
and communicatiogapabilities respectively. In addition, the methodology supports the
modelling of the distributed application by relying tasksand dataflows Tasks are
mapped on nodes. Dataflows reflect tésktask communicatiowithout a necessary
match to a fixed adiract channel or path.

The methodology also introduces the conceptarfesand contiguity These concepts
enable to group the nodes under zones with the same propagation conditions. The
concept of contiguity enables the modelling of Besistancédetwea zones. In this
methodology, the Resistance enables a -leghl modelling of the spoil of the
transmission attributes for those abstract channels crossing zones.

In [8], the [6][7] modelling methodology was extended to supptir¢ design space
exploration ofboth HW/SW architectures and network architectures, and to obtain out
of it a simulation modelrelying on SCoPE+ (for node simulation) and SCNSL (for
SystemGCbasedsimulation of the networkin [8], the application tasks are described
through UML activity diagrams (to enable the modelling of the applications mapped to
the node).

In [9] the modelling approadbmasing the work published [8] is detailed. An important
difference with regard works if6][7] is the capability to describe the internal HW
architecture of the nodén fact, the node is understood as a HW computation resource
with networking capabilities, i.e. with a network interface. For such a description of the
node, the componetuiased approach frof8][4] is adoptedThe internal architecture of

the node has to contain an instance of a network interface comp®hentiew of the
node enablethe modelling of distributed OS and their mapping to one or more nodes.



In [10] for the modelling in UML/MARTE of wireless sensor networks (WSN) was
present. The primary goals such a methodology are to enable accurate estimations based
on the detailed modelling of node architectures, and of their deployed SW. Such
accuracy shall enablanalysis of the WSN for better optimization, especially for power
consumption, a main limiting factor in WSN design; and for realistic analysis of WSN
behavior under attack conditions, which typically leads node SW to corner cases.
Complementary to these jebtives, the methodology also makes a proposal for the
modelling of the environment agents which that attack the network introducing noise
and traffic.

The modelling methodology (being detailed11]) supports separation obncerndy
means oviews

Some views supporthe detailed description of the node internals application, SW
architecture, HW architecture, etc. In contrast to the approagd8]jrwhere the node
comprises a set of HW resouscencluding at least a CPU and a network interface, in
[10][11], the node is modelled as a complete embedded system, which thus comprises,
as well as the HW resources, also the platform SW (typjc#he RTOS) and
application software. This enables the description of the embedded distributed system as
a systerrof-systems.

Otherviewsare devoted tthe description of the netwarpecifically, one view covers
the declaration of the different typesf nodes, while other view enables their
instantiation and interconnection to describe the network architecture

As the methodology ii8][9] , the[10][11] methodology, uses network interfaces. It
also uses battery elements (to model energy capacity of the node) and sensor devices.

The aforementioned work has meant an evident advance on network modelling in
MARTE. However, further featuresrea still required to cover the CONTREX
modellings needs, driven lifie modelling ofcomplex real network in the context of
MCS design.

First, t her e i s a l-laec\ke | o fa pach éfatleehafoiemertioned
methodologies cover gpscific perspectiveof the node. That is[6][7] provide and

abstract view[8][9] a view of a node as a HW resource, §b0][11] as a complete
system. However, a real net wor k wWNode§ i n gen
computation capabilities can range from a simple amount of logic, to large servers.
Similarly their respective functionaliserange much in size and complexi§ome

nodes wi | | be ficlosedod systems, applicaton he sen
SW mapping, while others can admit the migration of further functionality. Moreover,

thinking in terns of modelling needs, thdesigner might want to model in detail some

nodes, while not other3here areseverakeasons for it, e.g. because there is no detailed
information about the internal architecture of the nobecausesuch a detail is not

required for yielding the accacy, while themodellingand/or the associated simulation

effort to estimate the performance of a networked system were every node is modelled

in whole details is not expendabl€herefore, in generagach nodeequires its own

way of modelling suitableto themodellerand designer needs



The aforementioned methodologies are not sufficiently flexible to specify a design
space. Specifically, regarding the way mappings are expressed in the network
modelling. In the aforementioned methodologies tdasksode mappings are fixed,
either through the taskode association in the deployment diag{&in either through

fixed allocations through associations in a composite diagram. This mechanism is quite
inefficient in exploration, sice it involves model edition (and thus the regeneration of
the simulation model), which is a tiroestly process, for the exploration of
alternatives. The same can be said for the modelling of the mapping of nodes to zones.

Additionally, specific supportstating how tolink to the modelling ofthe physical
environment is required’he design of a control embedded systems (CES) amttiot
embedded distributed ggens (CEDS) requires the modelling of the clokmaps
between the CES/CDES and the environmbnbther words, it requires to support the
modelling of a cybephysical system and of a cybghysical systerof systems. In the
context of the network modelling methodology, it has implications on the node
description.

The concepts of zones and coantty introduced in[6][7] focuseson the modelling of
geographical area in terms of effects on the attributes on the communication resources.
However, a more generic and flexible approach is passitthere other types of zones

are supported, to reflect geographical areas where certain physical parameter is constant
(or in certain bounds)and/or which enablea specifictype of analysisin such a
context,different zoneypes can be present in thedel, and a node can belong to one
zone of each type.



3 Previous Results in CONTREX

As was mentioned9] is a workin progres in the context of CONTREX. This work in
turn already relies on other previous results which arended in the following sub
sections.

3.1 CONTREX Network Metamodel (CONTREX D2.1.1)

In the following paragraphsthe content okection 5 ofD2.1.1 referring to the meta
model for network modelling is literally reproduced for conveniersiece it is the
fundament for the network modelling methodologihis description has to be
understood as a finetwork domain viewod

The network domain view provides generic ontology for the modelling of networks,
valid for different languages (at least for those prese@OGINTREX). Furthermore, it

has been done relying on MARTE existing domain concepts, such the extension of new
concepts is minimized.

Here (in section 5 of CONTREX D2.1.%e include modeling elements that are useful
to realize the validation of distributedpplications deployed on communication
resources subject to certain error rate. This allows for the modeling of embedded
systems connected through partially reliable networks and a high level characterization
of the network.

MARTE is suitable for the lovevel accounting of resource usage in time, and this is
also applicable to the networks when they are schedule with concrete arbitration
strategies; but when general purpose networks are used or when not detailed
accounting of networking needs is avaimbla high level characterization of
communication needs and available capacities can be used. This scales up well not only
to general purposes traditional internet protocols but also to wireless and mobile
communication.

This chapter is organized in threections. The first consider extensions to MARTE that
help to model the network topology, and the overheads on processors due to the
handling of packets to be sent and received. The second proposes extensions to the
modeling of the necessary workloads,Hpah communication and computing oriented.

The last proposes a complete set of modeling elements to capture specific analysis
contexts for the validation of required communication needs deployed on the available
platforms.

'The MARTE standard systematically introduces a
modelling concepts, before introducing the actual elements which compose a MARPEbigh
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3.1.1 Topology and platform overhemadue to communication

Since MARTE profile is devoted to model real time embedded systems, it lacks precise
semantics related to networked embedded systems which are mainly for the
communication aspects between embedded elements.

Fortunately, and contrargyo an often expressed opinion, MARTE had addressed the
main elements of such systems and it is not necessary to add new fundamental modeling
concepts to MARTE profile. Instead, the work being done in the specification consisted
of defining new stereotypés the communication aspects of embedded systems such as
network interfaces.

Therefore, we have introduced new stereotypes to extend the semantics of MARTE
profile, stereotypes are:

1. AbstractChannel,

2. NetworklInterface

Resource

resMult: Integer
isProtected : Boolean
isActive : Boolean

1

ProcessingResource

. . speedFactor: NFP_Real
CommunicationResource

n i

CommunicationMedia

CommunicationEndPoint

ComputingResource

packetSize : Integer

elementSize : Integer

0. | endPoint

media | 1..*

AbstractChannel

NetworkInterface

overhead : WorkloadBehabior

1. J/nwlnterface

errorRate : NFP_Percentage
wireless: Boolean

nwinterface

host

0.*

1 A ProcessingResourcegeneralizes the concepts of CommunicationMedia,
ComputingResource, and active DeviceResource. It introduces an element that
abstracts the fundamental capability of performing any behavior assigned to the
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active classifiers of the modeled t®yn. Fractions of this capacity are brought
to the SchedulableResources that require it.

A CommunicationResourceepresents any resource used for communication
and may be considered as a collector of communication services. It generalizes
the two kinds o€ommunication resources defined, communicationEndpoint and
communicationMedia.

A ComputingResourceepresents either virtual or physical processing devices
capable of storing and executing program code. Hence, its fundamental service
Is to compute, what ifact is to change the values of data without changing their
location. It is active and protected.

A CommunicationEndPoint acts as a terminal for connecting to a
communication media, and it is characterized by the size of the packet handled
by the endpointThis size may or may not correspond to the media element size.
Concrete services provided by a CommunicationEndPoint include the sending
and receiving of data, as well as a notification service able to trigger an activity
in the application.

A CommunicatonMedia represents the means to transport information from

one location to another (e.g., message of data). It has as an attribute the size of

the elements transmitted; as expected, this definition is related to the resource

base clock. For example, ifdlcommunication media represents a bus, and the
clock is the bus speed, fel ement sizeo
the communication media represents a | a
would be the frame size of the uppermost protocol.

A Networkinterface acts as an interface to connect a physical device with a
communication media. It has an attribui¢orkloadBehaviowhich represents

a given load of processing flows triggered by external (e.g., environmental
events) or internal (e.g., aimer of the communication protocol) stimuli. The
processing flows are modeled as a set of related steps that contend for use of
processing resources and other shared resources. It may contain the
communication protocol agent.

A Noderepresents physicglrocessing devices capable of storing and executing
program code. It can be seen as a container of tasks. At the end of the
application design flow, nodes will become HW entities with CPU and network
interface and tasks will be implemented either as HWpoments or as SW
processes. It can be fixed or mobile node.

An AbstractChannelis a generalization of network channels since it contains
the physical channel, and all the protocol entities up to levél N has an
attribute errorRate which defines the bierror rate of it. It has an attribute
wirelessto define if it is wire or wireless channel.

12



3.1.2 Extensions for modeling general purpose networking workloads

As it was mentioned in section 5.1 that MARTE has provided the main elements for
modeling embeddesystems but it lacks some semantics related to networked embedded
systems.

Therefore, MARTE elements may be extended to compensate such lack. For example,
Quality of Service of the communication media between embedded device in terms of,
delay, throughpt, error rate, is considered as an important feature to measure the
performance of such applications.

Therefore, we have introduced new stereotypes to extend the semantics of MARTE
profile, stereotypes are:

1- CommunicationRequirements

2- CommunicatingTask

RtUint

isDynamic : Boolean

isMain : Boolean

memorySize : NFP_DataSize
msgSize: NFP_DataSize srPoolPolicy : PoolMgtPolicy
srPoolWaitingTime : NFP_Duration

CommunicationStep

CommunicationRequirements

maxErrorRate: NFP_Percentage CommunicatingTask
maxThroughput: NFP_Frequency
maxDelay: NFP_Duration requiresMobility: Boolean

isPeriodic: Boolean

1 A CommunicationStepis an operation of sending a message over a
CommunicationResource that connects the host of its predecessor Step, to the
host of its successor Step.

1 A CommunicationRequirementsare the requirements of a data flow to be
assigned to an abstract channel and that to establish the communication
between two tasks. It has three attribuitesaxErrorRateis the maximum
number of errors tolerated by the destinationaxThroughputs the naximum
amount of transmitted information in the time umtaxDelayis the maximum
permitted time to deliver data to destination.

13



1 ARtUnitis reattime unit and it owns at least one schedulable resource but can
also have several ones. If its dynamic atitéis set to true, the resources are
created dynamically when required. In the other case, thetimmal unit has a
pool of scheduling resources. When no schedulable resources are available in
the possible, the redgime unit may either wait indefinitefpr a resource to be
released, or wait only a given amount of time (specified by its poolWaitingTime
attribute), or dynamically increase its pool of thread to adapt to the demand, or
generate an exception. A rei@ine unit may own behaviors. It also owns a
message queue used to store incoming messages. The size of this message queue
may be infinite or limited. In the latter case, the queue size is specified by its
maxSize attribute. In addition, a re@e unit owns a specific behavior, called
operational mode. This behavior takes usually the form of a <diated
behavior where states represent a configuration of the-tresd unit and
transition denotes reconfigurations of the unit.

1 A CommunicatingTask represents a basic functionality of the whole
applicdion; it takes some data as input and provides some output. It should be
allocated in a Node to perform its operation. It has an attribute named
requiresMobilityto define its requirement to be allocated in a mobile or fixed
node. It can be periodic or apedic task and it is specified fronsPeriodic
attribute.

3.1.3 Allocation and models for network analysis

In this section we extend MARTE communciationChannel element by a new stereotype
for DataFlow to express the communication requirements of the datafribomv the
communication channel.

CommunicationChannel

msgSize: NFP_DataSize
utilization: NFP_Real

DataFlow

communciationRequirements:
CommunicationRequirements [*]
taskSource: Task [*]
taskDestination: Task [*]

1 A CommunicationChannel is logical communications layer connecting
SchedulableResources.

14



1 A DataFlow represents the communication requirements between two tasks;
output from a source taskakSourcé is delivered as input to a destination task
(taskDestination It has an attribuite communciationRequirementa/hich
describes the communication requires to perform the communcaition between

two tasks. It should be allocated in an abstractChannelpésform its
operations.

3.2 CONTREX Network Profile

As a result of the metamodeling effortfiest profile versionhas been generatehd

reported in[12] andin the D2.2.1 CONTREXdeliverable Figurel1 reproduced it here
for convenience

sprofiles
(N\W)
| Resources
«stersotypes T astereotypes estereatypes ]
(MARTE :MARTE_Analysishodel::GQAM) (MARTE::MARTE_AnalysisMode!::GOAM) (MARTE “MARTE_Analysishodel::GQAM)
GaE?acHosl _GaCommHost GaCommChannel
astereotypes | sstereotypes sstereotypen astereotypes +task | sstereolypes
Task ﬁ; Node 1' node - AbstractChannel . qg}io?, DataFlow ._?, Ta
1.7 | =5 mobility: Boolean [1] 1. =5 defaultQoS: QoS [1] 1.7 | =5 requiredQoS: QoS [1]
=} cost: NFP_Prce [1] e e mee -2 B wireless: Boolean [1] FEETE
7 gamma: RealVector [1] «Use» =% cost: NFP_Price [1] “USEs
X — &% distance: NFP Length [1]
I Ao BissialiSec e MU
1 |+node 11| » noge / ¥
i (] N 8
(umnl) [ (umi) {uml) (umi)
Hode (BEDavics | CommunicationPath Dependency
S oy ,
«sterectypes ~ 2004 «stereotypes «stereotyper
Zone ! Contiguity | NetworklInterface
EZ  position: RealVector [1] mi EZ Resistance: Resistance [1] & overhead: GaWorkloadBehavior [1] |
EX size: NFP_Real [1] ] £ txPower: NFP_Power [1]
| ‘ £y thresholdPower: NFP_Power [1]
«us@n |
{uml) em) | [ fumi)
Package | Association | Instance Specification
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aprofiles
(NW)
Workload
astereotype»
(MARTE::MARTE_DesignMode!::HLAM)
RtU nit
«sterebtype»
(NW::Resources)
Task BasichFP_Types|
& requiresMobility: Boolean [1] e
£ CPU: NFP_Real [1] T
& isPeriodic: Boolean [1] = j;;jj;}:&j}”g;g}jg:ﬁ{cym

«dataType»

(um[) & added_delay: Real [1]
&2 added_error_rate: NFP_Frequency [1]
i 2 throughput_reduction_factor. NFP_Percentage [1]
Artifact & power_reduction_factor: NFP_Percentage (1]

Figure 1 The CONTREX network profile provides additional BasicNFP types and two subprofiles
for describing workloads and network resources

3.3 CONTREX Modelling Methodology (CONTREX D2.2.1)

The D2.2.1 deliverable presented the preliminary version of the modelling
methodology. As was mentioned, this document is mostly focused on the modelling of
an embedded system and slightly introduced network modelling.
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4 Network UML/MARTE modelling
methodology

4.1 Purpose and contributions

The CONTREX network modelling methodology fills the gap in the currently available
UML/MARTE modelling methodologies, suitable for embedded systems modelling, but
yetinefficient fornetwork modelling.

The CONTREX network modetlg methodology supports a wide concept of node, a
fundamental element in network modeling t o enabl e the model ling
spectrumo present i n t Being arientet tor ekmbedded f t he
distributed systemshé methodology covemsodels where thaodeis understood as a
computational element with network interface capabilitjareover the methodology

supports the modelling of nodes of any type (switches, routers, data center, super
computers) which range different computational &umctional capabilitiesat different

abstaction levels

Following, a list of contributions adhe CONTREX network modelling methodolotry
the SoAis given, accountinépr the aforementioned capability is given

1 It enablesa multilevel modellingapprach. The approach is multevel in the
sense stated ifb], that is, that the methodology enables modelling network
nodesof differenttypes and adifferent levels of abstraction.

1 It enableghe flexible mapping and explorati of a distributed applications into
a network;

9 It establisheshe link to model CPS and CPSo0S;

1 It extends the concept ofanes by supporting several types of them in the same
mode| and makes the mapping to zones more flexible for exploration

The CONTHEX network modelling methodology is smoothly integrated with the
embedded system modelling. componenbased modelling approach andeuced
but efficient set of modelling techniques is homogeneoagpliedat every modelling
level: application, SW pl&rm, HW platform, and network

By relying on the CONTREX metamodehet concepts presented in the background
methodologies shown in secti@rare covered

4.2 Modelling elements

The modelling elements to be employed in the ndtwoodelling methodology are the
onesdefined in the CONTREX metamodel.

17



As a reference,he profile shown in sectioB.2 is used Required extensionef that
profile will be reportedin place Most of them are simply profile &nsions which do

not require an actual extension of the metamodel, keep back compatibility with the
modelling approaches proposed[@}[7][8], and which enable a moo®nvenient and
flexible UML modelling style.

4.3 Network modelling views

The CONTREX modelling methodology supports two specific views for network
modelling: the node view and the network viewheTviews are specified as UML
packages with the <<NodeView>> arndNetworkView>> stereotypes.

The node view serve® declarethe different types ohetwork nodespresent in the
network mode. The network view is used to capture the network architecture.

aenodeViews anetworkViews
node_view network_view

Figure 2 Network and node views.

Node and network views hang from the root of the model, in the same level as other
views devoted to the description of an embedded system, such as the application view,
the SWPlatform view,and the HW resources view

As reflected inFigure3, the network model depends on the information captured in the
application, SW platform, and HW resources views. It meansftrahe completion of

the capture of the node view and of the network view, the capture of the application,
SW platform,and HW resources viewssto be completed first.

«sWPlatformViews «hWResourcesView:s «memorySpaceView» «applicationView:»
SWPlatform hw_resources memory_space application_view
Dependency1 i Dependency3 -~~~ I
- n. Dependency2 ,?--" Y =T
«nodeViews» |, e - e-==TT
node_view || PR bt PP
. -=--"" Dependency4
A

: Dependency1

«networkView»
network_view

Figure 3 Network and node views depend on the application, SW platform and HW resources view.
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However, to the effects of modelling workflovihe concurrent capture of some
elemens in the different views is possiblEor instance, the architecture of the network
can becaptured upon nodes incompletely captured, i.e. whetrall of their attribute
values have bedixed.

4.4 Network Architecture

The network architecture is a primanfarmation with relgant impact on the overall
performance Deithera Systenof-Systemsor a distributed application. The network
architecture consist of the set of nadstancegpresnt in the network and how they are
interconnected. lother words, th@etwork architecture captures thetwork topology.

«Component»
network_ex
[ structure

+Tsens1:T sens_skr | +net_node1 : net_node \
structure «abstractChannel» structure

+out +in

40Ut «abstractChannel»

+Server: server_node
structure

in

+Tsens2:T_sens_skr | +net_node2: net_node
structure + gyt +in structure
«abstractChannel»

+out «abstractChannel»

Figure 4 .Example of network architecture. Five network nodes of three node types are instanced in
a Anetwork_ _exo0 component | ocated in the network vie

The network architecter is described in theetwork view, i.e. <<NetworkView>>
package.

Within the <<NetworkView>> package, a network component has to be dechared.
composite diagram associated to the network component is used to capture the network
architecture

UML propertis ar e used to capture node instances
Figure4. The type of node instance is captured by typing the UML property with one of

the node components declared in the node view.r | nst a nmode of tydeT s ens 1 0
AT senandtimet nndee bd it ¥y pe g fomedel a semabreand

a router node.

Portto-Port ®nnectors enable to link nodes and model ideal pioHpoint connection
among network nodes.

Mor eover, mo- e lepoihtdiogpoind domniunication links is supported by
stereotypinghe portto-port connectoras <<AbstractChannel>as shown irFigure4.
The <<AbstractChannel>>suppors abstract modeling ofonideal pointto-point
transmissiorcharacteristicsSpecifically, it supports the modeling of:

1 Error rate (provided by <<AbstractChannel>>)

1 Throughput (Hz) (inherited)
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1 Capacity (Tx Rate) (inherited)

These characteristics are due to the consideratiolovefevel factors, e.g. type of
transmission physical media, material of the wire, distance between access points, etc

The aforementioned attributes of <<AbstractChannel>> provide a convenient
abstraction for datpacket network modelling as long traffic conditions and-level
factors, like distance among nodes, can be considered stable (fixed) along time.

If this is not the case, annotated values can be considered for the initial state of the QoS
of the communication links.

A main scenario where data links transmission conditions happbkese where are
wireless network involved. To tackle an abstract modelling of it, the methodology
support stating if the poirtb-point link is wireless or noAs was shown in sectiad.2,

the <<AbstractChannel>> stereotype poits the modelling of an important intrinsic
factor, if the channel is wire or wirelesZones and contiguity enable taking into
account mobility while keeping the abstract modelling of node communication
characteristics. This is discussed in detail ctisa 4.8.

Notice also that a network modelling methodology can consider several lower levels of
detail in the modelling of communication resources, e.g. to account for the impact of
communication protocols, node distances,ngeiny, etc.However, sich a lowlevel
modelling of theunderlying communication infrastructure is possible,ibatso has an
additional, nomegligiblemodelling and simul#on cost.

4.5 Node Modelling
The proposed network modelling methodology providescla variety of modelling

approaches for network nod&pecifically, the methodology supports the modelling of
different types of nodes at different abstraction levels
The methodology enables the following abstraction leinelfise modelling of a node
1 description of its internal architecture
1 description of a behavimal model
1 as a deterministic or statistic traffic pattern generation/consumption
Moreover, in the former casdg methodology supports the modellingaafode as:

1 a HW computation resource

1 a SW/HW platform, i.e. a HW resource with a SW layer which enables call
computation and communication services,
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1 a complete system, in the sense that the node includes autonomous applications
which can cooperate with other nodes thanks to the networkirapititips of
the node.

Sulsection4.5.1 presens where and how network nodese declared. The following
subsections show the mechanisms available to describe a node.

Subsectiong.5.2 4.5.3 4.5.4 refer to detailed node description mechanisms where its
internal architecture is captured. Subsectidn5points out where the components used
to describe the nodaternal architecture are taken from.

Subsectiong.5.6and4.5.7refer to more abstract ways to model the nodes.

4.5.1 Node declaration

Nodes are declared in the node view, i.e. the <<NodeView>> packgkes are
declared as components with the <<Node>>estgpe applied.

Figure5 andFigure6 show two examples of node declarations.

«Component» @ «node» F] «nodes 1]
T sens_str «Component» «Components»
= = net_node server_node

Figure 5 Example of declaration of nodes whose internal structure is described

Figure5 showsan example wherthreetypes ofnetwork nodse (a temperature sensor
node, a network node, and a server node) are declared.

Figure 6 shows an example wthi moretypes of nodes are declardebr instance, to
declare temperature and light sensor, and heater and cooler actuator nodes, a network
(router) node, and a server node.

«Componeni#l «node» [@ «node, task-# «node, task» «node, tasks
T_heater_node «Components» «Components» «Components» «Component»
T_cooler_node T_sensor_node Lsensor_node | | jght_ctrl_nods
«nodes .| «Component»H «nodes Ir.]
«Components T sens str «Components
net_node = = server_node

Figure 6. Example of node declarations for the descrijppn of a distributed control of temperature

and light in a building.
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In the Figure 6 node view, some colouring has been used to distinguish node types. It
can be useful, e.g. to help the user to identify node types, accordihg twh user
criteria. However, colouring is an UML editor dependent feature, and it is not part of the
semantic model.

4.5.2 Descrption of the node as HHWresource

The methodology supports the modelling leé hodess acluster ofHW resourcesvith
access toand that can be accessed from, the netwbhle node will include at least
computational HW resources, and HW resources for aogedse network (network
interface). Eventuallyit can alsocontainother type of hardware resources (memories,
sensors, acaiors, battery, etc).

The description of the node as a H@&ources similar to the description of thdW
architecture whem singlesystemmodel is developedlhat is,a composite diagram is
associated to the node amstances of the components declairedhe HW resources
view aredone and interconnected through porport connectors

However, there arespecific consideratios in the desription of nodes as &W
resource

1 Since the node view containsveeal nodesin general, and the internal
archite¢ure of the node can be described, a model can contain several HW
architectures (which is not the case of the shsgiem scenario in the
modelling methodolody.

1 The HW architectue of the node has to include an instance afeavork
interface componénnstance

1 The previous rulerequires, in turn, the declaration of at least one network
interface componentithin the hardware resourcegew.

1 The node component has to have at least one flow port, captured as a
<<Porflow>> port, which reflects bgicd packet trafficinterface letween the
node and the rest of the netwdrk

1 Theaforementionedow port has to be associated to a network interface.

% Here it is comenient to remind that in the development of a sisylstem model, e.g. a MPSoC model,

only one <<System>> component within the architectural view is employed and allowed to capture
system internal architecture. In contrast, when a network model is gedelthe user in general will

want to be capable to model several-sybtems interconnected among them. The methodology supports

it through the capability of declaring several nodes in the node view. Each of those nodes support the
description of its irgrnal architecture, as it was done for the system component in the-sistgen
modelling approach. The result is that the user can develop a Systystems (SoS) model with a
precise description of each node involved

% Notice that this flow port refles neither a highevel functional interface, nor a lelevel interface, i.e.
a bitlevel or physical description of the network traffic
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«Components
net_node
structure

+ arm1l : cortex_arm9 + arm2 : cortex_arm9

structure structure
—D\/S
+ bos: axi
+ netifl : netif

structure
structure

1

+ mem : memory
structure

[l' out

+ Portl : <Undefined> T Port2 : <Undefined>

Figure 7. Example of the description of a node as a cluster of HW computationand network
resources.

Figure7 shows an example of the description of the internal &ciure of a node as a
HW resource

wnetworkinterfaces
«Component»
nekif

«Networkinterface»
transMode=fullDuplex
bx_capacity=1000Mbps
rx_capacity=1000Mbps
txPower=50mw
thresholdPower=32uw
packetSize=1024

Figure 8. A network interface component declared in the node view.

The netwok interface component instan¢efi n e tisicdptliréd)as &ML component
with the<<NetworklInterface>> stereotype applied.

The stereotypeprovides key attributes in the description of theansmission and
receptioncapabilities in the connection of thed®to the network. Some of these
attributes (thresholdPower, txPower, packetsize) are supported by metamodel shown in
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section. Other attributes (tx_capacity, rx_capacity, transMode) are supported after the
extensiorillustrated inFigure9*,

«Stereotype»
CommunicationEndPoint

|

«Stereotype»

Networkinterface
+ overhead : GaWorkloadBehavior [0..1]
+ txPower : NFP_Power [0..1]
+ threasholdPower : NFP_Power [0..1]
+ bx_capacity : NFP_DataTxRate [0..1]
+rx_capacity : NFP_DataTxRate [0..1]
+transMode : TransmModeKind [0..1]

Figure 9. The <<Networklinterface>> also has a capacity attribute.

The model can leave thesstributes unset. In such a case, if tlatributes of the
abstract channel aettled, only they areonsideredwhich enales a very synthetic
network modelling

Moreover, in the more general case, the user can state the attributes of the abstract
channel and of the network interfaces of the transmitter and receiver nodes, which
enables a more accurate modelling.

Specificaly, if the capacityattributes are stateslso in the network interfasethen the
more restrictivecapacity attribute either at the network interface side, or at the abstract
channel side appliebollowing, somemodeling case#lustrate the semantics:

1 The nodeto-node connection is ideal (no <<AbstractChannel>> stereotype
applied), and the network interfacat the transmitter and receiver notlese
no settled attributes. This means an ideal pmhgoint link between the nodes.

1 The nodeto-node conndmn is ideal (no <<AbstractChannel>> stereotype
applied, and the network interfacef the transmitter nodieas asettled attribute,
e.g.capacity1000Mbps while the network interface at the receiver side has no
capacity attribute settled’hen, the capaty of thetransmittemetwork interface

“ Other extension possibilities have been assessed and finally discarded, which is documented in section
6.2 of this report.
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defines the maximum speed of the pdmpoint node connectigni.e.
1000Mbps

1 The nodeto-node connection hake <<AbstractChannel>> stereotype applied,
with settled attributes, e.g. capacity=1Mbps, and thestndter network
interface has a settled attribute too, e.g. capacity=1000MWpke the receiver
network interface has not capacity attribute settlBeen, themost restrictive
capacity defines the maximum speed of the pwirgoint node connectign
1Mbps in this caself, to the contrary, the transmitter network interface had
capacity=256Kthen 256Kbps would be the resultipgint-to-point capacity.

4.5.3 Descnption of the node as 8W/HW platform

The methodology supports the modelling of the node as a B\\dtform with access
to, and that can be accessed from, the network. That is, as well as a setegdivides
(at leastcomputational and networlesources)the nodealso containsa set of SW
platform resources, i.e. an RTOS and eventually the requiineets.

The capture ofthe internal architecture of aode as &W/HW platform follows the
same rulesafor the capture of aode as &W platform, plus the inclusion of at least
the following elements:

1 An operative system instance

1 The allocations of exy operative system instance to at least one processing
element of the HW architecture of the node

Figure 10 provides an example of the internal architecture description of a structured
node, speci fical | ytanaed in théehnetwdiksaechiteckine exampte e 0
show inFigure4.

«Components
server_node
structure

+rtos : ubuntu14.04
structure

«abstraction» _ - ~«abstraction»”
«allocate» _ - .

. TT-._ wabstraction»
«allocatey «abstraction» -

.- . “aatlocater Apgrractiont2
Abstraction9 Abstragtion10 «allocater Te-l
e I Abstraction11 b
. 2 y -y
+corel:i5-4570 +core2 : i5-4570 +core3: i5-4570 +core4:i5-4570
skructure structure structure structure
1 1 1 ]

LT

«FlowPort»

ﬂ in
+netif : i5-4570
structure |:| out

L

+ddrmem : memory
structure

Figure 10. Example of the description of the internal architecture of a resource node.
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I n t he exampl e, t he Art osmwmf UMLe pirwlpwenrttwl 4
component type. I n turn, the Aubuntul4d4. 04C¢
platform view, as shown iRigurell.

wosSn
«Component
ubuntu14.04

Figure 11. Declaration of an OS component in the SW platform \dw.

4.5.4 Description ofhe node as @ompletesystem

A node can be a specific system with specific applications running on it and performing
a specific functionality. Moreover, in the specific case of a distributed control system, it
can perform sensing and/actuations.

Figure12 shows an example aiodedescribed as eompletesystem.The methodology

supports the description of any scale of system nodes, from big servers to small
embedded systems. Thus, for ins@nacomplete syem node can consist in growing

the Figure 10 SW/HW platform by including component application instances and
mapping them to the RTOS instanéegure 12 showsthe case of a small embedded

system, spedially, the internal architecture of thtemperature sensér T _sens str o
node, employed to model the temperature sensor nodes instanced Figuhe 4

network architectureFigure 12 shows a node architture where thefi $ens.exe

application (captured as an instance ofi@mory spacé the modelling methodology)

is mapped to the fArtosARMibesetplatfarre, i n turn n

® In the methodology there is not currently baretal application mapping. It is assumed that every

application component will be mapped to an RTOS. Eventually, the model can be simplified to map a

memory space instane ( ian executabled) directly to a processo
that there is an RTOS instance (of a default type) in between..
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«Component»
T_sens_str
structure

+Tsens.exe : Tsens_ms
structure

- T
«abstraction»
«allocates \E/
+rtos : xenomai
structure

I
«abstractiony
«allocaten 1

I

Y

+arm1:arm7tdmi .Z| out
structure
(I
+netif1 : netif

structure
[ ] [ ]

Figure 12. Internal structure of the A T s e n s nodetexatple of embedded system as a node.

+mem : memory
structure

structure

+Tsensor : Tsensor_ctrl |
structure

Remind thatin terms of SW synthesis,h e memory space fnslosense. e:
a single executable. Theapping of the application componenstanceto the memory
spacds bedone in the memorypsice view as reflected ifrigure13.

«Component»
executables
structure

+stamp_T:stamp_T_data

structure
T

I .
i «abstraction»

Abstractioni
i «allocate»

+Tsens.exe : Tsens_ms
structure

Figure 13. Allocation of a component application instance to a single memory space.

Notice that, in contrast to the singlgstem modellingscenarip when modellinga

network node Figurel2 iTsense. exeo i s not a reference
component instance, but it is a napplication componenhstance. It means that each
i nstance of t he AT sens s} new instamak eof thei | | i n

application and of its related memory space.

Equivdently, it is possible to capture the whole node architecture at once, at it is shown
in Figurel4.
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«Component»
T_sens_str
i structure

+stamp_T:stamp_T_data
structure

. T
«abstraction»
«allocate» :

+Tsens.exe : Tsens_ms
structure

T

. |
«abstractionm
«allocate» |
v

+rtos : xenomai 'E| out
structure

T
«abstracl:ionnI
«allocate» ,

+arm1:arm7tdmi
structure

+Mem : memory
structure

[

+ netif1: netif
structure

structure
[ ] [ ]

+Tsensor: TSEnSOf_CUl |
structure

Figure 14. Allocation of acomponent application instance to a single memory space.

Notice again that the description of the internal structure of the node contains no
references to either application instances or memory space instances from the
application and memory space viewspectively but its own application component

and memory space instandastead

455 Hw ResourcesSW Platform Memory Space and Application vieas
Unified repositories for thBlodes'Description

The HW resources, SW platform, Memory Space apglicationcomponent views
declare all the components required é&mery node requiring the description of their
internal architecturésections4.5.2 4.5.3 4.5.4. Letd take fa instance the declaration

of HW resources. If two or more nodes declared in the node view are describing their
internal architecturethe HW resource viewhas to declareall the HW resource
component types employed in the description of eddhose node The same applies

for the SV platform
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«hwProcessor» «hwProcessors «hwProcessor» «hwProcessors
«Component» «Component» «Components» «Component»
i5-4570 cortex_arm9 arm7tdmi ublaze
; @ «networkinterface «networkinterface:
— «Components «Component»
«hwBUs» «hwBus» «hwMemory» netif netif-1217-LM
«Component» «Components «Components =
FSB axi memory =
«hWictuator» «hWActuators «hwsensor»
«Components» «Components «Components «hwPowerSupply»
cooler _ctrl heater ctrl Tsensor_ctrl «Component»
power_supply

Figure 15. Example of the HWresources view The set of declared HW components ithe union of
HW components instancedfor each of the internal architectures captured for the three nodes
declared in the node view shown iffrigure 5.

4.5.6 Description of mode througha Behavioural model

A node can be described by associating a bebelionodel which reflectshe packet
traffic generation/consumptigpatternof the nodeThis enablesan abstracimodeling

of complex traffic generation/consumption pattemkile it does not require to capture
the details of the internal architecture of the node

The methodology comprises to mechanismmoalelthe node behavio:
1 By assomting a file
1 By associating an activity diagram

The modelling procedure is the followin{n a first step, a communicating task is
declared as an application component in the application. \&wh a component is
stereotyped as <<Task>>, to refer thatfitsctionality does not necessarily reflect an
actual application functionality, but eventually a model of how a node will generate
and/or consume packeiBhen, either a file with the functionality or an activity diagram

is associated to such a component.

atask» FJ
«Component»
T sens_ktraff_gen
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Figure 16. Behavioural model of the traffic node generation declared as <<Task>> component in
the application view.

In order to associate the file,<xfile>> artifactis associated to the component. The
Amai no at tartifadb reféreto tbeffundtidnevhich contains the code modelling
the traffic generation/consumption.

In order to associate an activity diagram, a conventional UML modelling procesdure
followed, i.e.the <<Task>> component owra UML activity (classifid Behavior)

with its corresponding activity diagrarRigure17 shows an activity diagram capturing

a possible model of the packet generation performed by the temperature sensor. This
way, the temperature sensor can be modellednmore abstract way than the way it was
shown in sectiom.5.4 Notice in Figure 16 task component declaraticm symbol
denotingthe association of the activity diagram

[true]

= =gasteps
getheasurement

[Erue]

M

i ga StEFI o
StorelnBuffer

[true]

«gasteps

DiscardSample

[true]

(L]
target =gasteps
SendMeasu rﬁm?l'ltspacket
[true] m
. -
® S

Figure 17. Example of activity diagram which captures the packet generation performed by the
monolithic model of the temperature sensor node.

After the <<Task>> component has been declared and a behavioral model, either via a
file or via an activity diagramhas been associated, a second modelling step has to be
performed A fivoid nod® componentas to be declared the node viewas illustrated

in Figure 18, where the AT _sens _voido void node
description isassociatedo such node componént

®n the application view, this symbol also appears for the <<system>> component, which has a composite
diagam associated where the application architecture is described.

" Notice that there is no symbol denoting that there is no association of any internal structure to the node.
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«nodew
«Component»
T sens_void

Figure 18. Decl aration of Avoid noded in the node vVview.

Finally, as third modelling step has to be performed in the network view, consisting in
the mappingvia an <<allocate>> rationship of the task component instante a
Avoi do node instance.

+Tsens_gen: T sens_traff gen
structure

«abstraction»

«allocatedy
I

v
+Tsens1:T_sens_void
structure

Figure 19. Mapping of a functional model of traffic gene

The aforedescribed three step mechanism is quite flexible in the sense #fatvs a
singlesource model for the exploration of different traffic source and sink models (see
section4.9.1.2.

However, if such type of exploration is not required and the modeler is associating only
a single type of beléral model for traffic generation/consumption, then the modelling
task can be greatly simplified into a more synthetic modelling mechanism. Such
mechanism consista directly associating the behavioral model to the node component

~

(which i svoodlboomgern .a i

In this synthetic modelling procedure, no declaration of a <<Task>> component is
required in the application viewhe modeler only needs to declare the node in the node
view and associate toeither a UML operation can activity diagram.
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FigureSlillustrates ecasewhera A Tsensor _noded node compone
same activity diagram shown ffigure17is associated to°it

«node»
«Component=
T_sensor_node

Figure 20. A component node n the node view which has been directly associatesh activity
diagram asbehavioural model of traffic generation/consumptionof the node.

Figure2li | | ustrates the case where the a ATsen
and tlke functionality modelling. A <<File>> artifact is used to describe the source
repository of the traffic model.

«node»
«Component» «abstraction»
T_sensor_node «allocate» «Filen
e Ry .
gen_stamp_T_data( in minT, in maxT) mytraffic_gen

By views |¥a hw_resources |¥a sw_platform | network | B server_node | B net_node|[B T_cooler_node |3 TsensorTask |B& zones |5 nodes 2 |Ba &
E Properties 2

UML File name ~/sres/ftraffic_models/mytraff_gen.cpp Name mytraffic_gen

Figure 21 Direct association of a function with the behavioural model of traffic
generation/consumption of the node.

Any tool navigating the model (for model transformation, code generation, etc) can
recognizethat the componentodedeclared, in any of the two modelling styléss
associated a behaviourwhich thus reflects a behavioural traffic packet
generation/consuption model and distinguish it from the cases where the internal
architecture is described

4.5.7 Description of a node through attributes

A node can be described through a set of attributes which define how the traffic is
generated/consumedhis enables a aore syntheticand abstractiescription than the

8 Notice that now the node component tes and assmciated nger fAv
internal description (an activity diagram in this case) app®déhen the internal architecture of the node

is described as shown in sectioh®.2 4.5.3and4.5.4 the same symbol appears in node component
declarations, but then it denoted the association of the composite diagrams employed.
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one shown in sectiod.5.6 for a predefined set of traffic generation/consumption
patterns.

The modelling procedure consists in stereotyping the node component with the
<<Node>>and the <<CommunicationEndPoint>> stereotypes.

«node, communicaticnEndPoints enode, communicationEndPoint=
=Components =Components
Lsensor_node Light_ctrl_nede
«CommunicationEndP oints «CommunicationEndPoints
packet5ize=1024bits packetsize=1024bits
M odes aMlodes
comm TxOvh=(value=exp(50.0), unit=ms) commPBovCOvh=(value=narmal(®0.0,20.0), unit=ms)

Figure 22. Declaration of two nodes which model traffic generation/consumption through
attributes.

The  combination of the Apacket Gtirilue 6 (provided by
<<CommunicationEndPoint> ) and t he AcommTx Ovho (provi
enable the modeling of traffic source gene
and the AcommRcvOvho attributes (provided
traffic sink nodes.

Finally, these node cgoonents are instanced in the network view. No allocation of
application or memory space instances to them is requiredrige® 23 andFigure30)
as an example.

4.6 Multi-level network modelling

The methodlogy supports mukievel networkmodelling Specifically, it means that
the network architecture enables the instantiation of nodes at different abstraction levels
(see sectiod.5.1).

Figure 23 shonvs an exampl®f a temperature and light control system in a building
wherenode instances correspanglto the three abstraction levels are instanced.

Specifically, the light sensors and contradlare node instaces (coloured in yellow)
typed as nodeomponents specified through attributes, in order to model then as source
and sink generatofseeFigure22).

The temperature sensors are node instan@asdoured in pink) typed as node
components with an associated behawv{gpecifically using an activity diagram).

For the remaining nodes, i.e. cooler nodes (in blue), heating nodes (in orange), the four
gateways and the control server (in white), the internal architecture of them is described.
Figure 23 also reflects a case where all these nodes are complete systems, i.e. whose
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internal description also includes the application. It reflects then a Sypét€ystems
as a product ahe interconnection of networkaldgstems.

L0
[t

[T

Figure 23 Example of network architecture with muli-level node modelling.

Moreover, the network model can also metigedifferent types of nodesxplained in
sections4.5.2 4.5.3 and 4.5.4 Figure 30 illustrates this fact. In such a model, the
cooler and heater nodes agenbedded systesnwhich already integrate specific
application on top of thelW/SW platform. Howeverthe server node isioddled asa
networkableSW/HW platform(with no applications inside)

4.7 Mapping of distributed applications onto the Network

The methodology enables the descriptiontlod mapping of the components of a
distributed applicatioonto the network nodes

Figure 30 advances that possibility showing thhtee component instances (in green)

of a distributed application argatically mappedto the server nodeSimilardy, other

instances (in green too) are also mapped to the gateway nadeldd advances and

illustrates the flexibility and power of this modelling approach. Tdteway nodeare
alreadyembedded systems wi t h an #fAi nt er niaidhaoursagpecifiid cati on
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routing algorithm However, the nodes can also work S¥/HW platforms where
further application componentan be mapped

In Figure 30, it has been captured in a very synthetic way. To understsupdecise
semantics, it is better to start first explainimgv the methodology coversetimapping
of a distributed applicatioronto the network and the more explicit modelling
mechanismsSpecifically, this section will cover mechanisrasgailable tospecify a
singlemapping.

4.7.1 Distributed Application: RIMmapped to the network

The first thing to take into account in this methodology is that an application is always a
platform independent model (PIM). What makes can make it a distributed application is
that two or more component instances are mapped to at least two or more nodes of the
netwok.

In the application view the following elemeratie found
1 One or more application component declaration

1 one or moretop application<<system>> components. Each of them has an
internal architecture, with instances of the aforementioned application
comporents.

As a general rule, the application component instances that need to be mapped to the
network are only are found on such application view, within the architecture description
of the <<system>> components. Each of those components reflect an applicdi®
assessed or implemented. And each of those <<system>> applications support a broken
down mapping, i.e. each internal application instance can be potentially mappsd to a
nodeof the network

The previous rule does not mean that there are apphcaomponent instances in the
application view. As wagxplainedin section4.5.4 the description of the internal
architecture of nodes can inclu@pplication componeninstances.Therefore this
application component instaesare alreadymappedits containing nodeThis static
mapcannot be changed from the network architectiew. It requires the edition of the
internal architecture description of the nodes.

The methodology provides more flexib&dternatives which enakes to specify and
changein a simple way in the network viewhe statt mapping of component
application instances, memory space instances and RTOS instances tetihark
nodes.

Such an alternative is illustratéad the following sectionsby mears of an example. In

such an example, of twapplicatiosc al | ed At oapndT citDils palpgpyBui | d
declared in the application view, i$ going
shown inFigure4.
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The ADi spl ay Baatioh dsD@rmedo by apgngle component. The
it op _ T chas dn interpgbarchitecture, and showRigure24. It contains several
instances of other application components, also declared in the application view.

«system»

«Component»

top_Tctrl_app
structure

+ ctll : compose T L

1: T |
structure
. +in

+ cfiltTdata : filte. .|

structure

+m +ou L]

+ procTdata : process T_dat{
ure

+ ctl2 : compose T L
structure
[ ]+in

L
:|+aut
Figure24. The architecture of the Atop_Tctrl appo appl i

4.7.2 MappingApplicationComponent Instances onto the network

Continuing with the aforementioned example first steps to enable theeference to

the application component instas present in the architecturetoh e fit op _Tct r |
applicationin the description of thei n e t w o arghiteetwred For it, in the network

Vi ew, t he domeohent@eclaredeirx the network viewy declaredas a
specializationofthédt op _Bepol appl i c &eclaredin tie @pplcatione n t
view).

«Component» B
top_Tctrl_app

«Component»®
network_ex

Figure 25. Generalization of the fAnetwork_exo0 component
application component instances.

Then, in the architecture descriptianf the networ k, t hat I s,
composite di agramo, t he reference to the
Atop_Tctrl _appo nmapped to thd eetwerk acdla ins@ancdahe

mapping is done againa <<allocate>> relationship$his is exemplifiedn Figure26 .

Ther e, AcfiltTdatao, AprocTdatao and
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«Component»
network_ex
structure

+ctl1: compose_T_L +procTdata: process_T_data
structure structure
] e 2t
R = +genActuation : gen_ctrl_actio
+ctl2: compose T I ' - - Y
structure «abstraction» + cfiltTdata : filter_T_data \ structure
«allogaten structure :
v

N &=F
«abstractiohy
Y aallocaten *,

Allocate2,

+display : DisplayBuildData

Abstractions
' skructure

I
«abstractionpAllocate3
«allocates

.
«abstractipn»
«allocaten,

Abstractions

«abstraction» ‘-\ / Allocates
«allocate» >« !

Allocate1 "~

'
+gway1: gateway

+Tsens1:T_sens_skr N . R * «abstraction»

structure «abstractchannel>\ Structure out «abstractChannels ~~« «allocaten

+out T
+Server : server_node
. in structure

+Tsens2 :T_sens_str +gway?2 : gateway

structure t i structure

+out [#] «abstractChannel» E Fout «abstractChannel»
Figure26. Al |l ocation of the Atop_Tctrl|l appo application

The same technique used to spg@tatic mapping of component instances into mntra
node (SoC) resources used, which helps to keep homogeneous rttaleling
techniques applied across MPSoC and network (SoS) levels.

Using this techniquéheuser can simply explore the impact of difi@renappings of the
distributed application by changing the <<allocate>> associations.

Notice also that in the example, not all the nodes have been targeted, specifically, the
ATsens1l0 and ATsens20 nodes. 't 1 demnot req
with its own application instance, as was showd.;4(in charge of time stamping the
temperature sample).

At the same time, the allocation of dActl 10
t h egwayio a rmway2 dnodes illustrates the possibility temap application
components to nodes which, tarn, already have an application component instance

inside
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«Components
gateway
structure

+routing_d : my_routing_alg
sktructure

T
“a‘gslf:::tgp? Abstraction8

%
+ o5 : Elinux

structure «abstraction» Abstraction4
Abstraction3 «abstraction» P ~ _ «allocates

«allocates

+ arml : cortex_arm9 + arm2 : cortex_arm9

structure structure
1

+ bos: axi

structure
1

+ netifl : netif | + mem : memory |
structure structure |
[-E{

Figure 27. Internal architecture of the gateway node.

That thedirectapplication canponent instanet-nodeallocatiors shown inFigure 26,
and the application component instaAeRTOS instances shown iRigure 27 are
synthetic modelling mechanisn They are possible because thegly on a set of
assumptionsto enable theconsideration of implicit memory space instances
(executables) and RTOS instan¢gsequired), and which enable their omission (and
consequent modelling effort save)

The following rules apply for the inference aiplicit memory spaces:

1 Two component instances belonging to different application top components
(<<system>> component) mapped to eitharRTOS instance or a nqdeill
involve two implicit memoryspaces in between, one per systamponent.

1 A direct mapmg of an application component instance to an RTOS instance
involves an implicit memory space in between. In other words, they become the
same executable.

1 If two or more application component instances belonging to the same
application top component (<<s&&gm>> component) are directly mapped to an
RTOS instance, it involves an implicit shared memory space in between.

1 Two component instances belonging to the same application top component
(<<system>> component) but directly mapped to different RTOS iretaoic
nodes involve different implicit shared memory spaces in between.

The following rules apply for the inference of implicit RTOS instances:
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1 Any direct mapping of two or more explicit or implicit a memory spaces to the
same processing element involves mtermediate implicit singkprocessor
RTOS.

Any direct mapping & either a explicit or implicitmemory space to aode
integrating a cluster of symmetric processing elements involves an intermediate
implicit SMP-RTOS.

T

1 Any direct mapping of a single memyospace, either explicit or implicit, to a
single processing element of CPU type involves an intermediate implicit RTOS
Any direct mapping of a single memory space, either explicit or implicit, to a
custan processing element (FPU, etc) involves no RTi&%ance.

T

The inference rules rely on assumptions on the mapping preferences minding

performance. For instance, it is assumed that when two application component instance
belonging to the same top application component are mapped to the same RTOS
instancethen it is preferred to put them in the same memory space because it involves
lighter and faster communications among them.

The inference rules also follow methodological criteria. The <<system>> components
are distinguished from nesystem components the stronger requirement of involving
at least a separated memory space.

to

As a result the Figure 26 diagrams is equivalent the diagram of

«Component»
network_ex_explicit_memspaces
structure

Y

ms2.X

«allog@igeates

ms1.x

«memoryPartition

structure

structure

Allocate2 -

aAbstra:‘tChgnnel»

+Tsens1:T_sens_str
structure
+Tsens2:T_sens_skr
structure

aabstractions . _
«allocaten ~
Allocate1

«AbstractChannel»

] +gway? : gateway

wabbtractions
<. wllocates

+gway1 : gateway

structure

structure .

«memoryPartition
ms3.x
structure

AN Allui,a e3 .
\ «abstraction»
*. «allocater

«AbstractChannel»

structure

«AbstractChannels»

+server : server_node

+procTdata : process_T_dat:
+ctl1:compose_T_L structure
SRR [+ genActuation: gen_ctrl_actio +display : DisplayBuildDak
+ctl2: compose T L N structure structure
Structure N N

s T T
«abstractionh = ! Allocates «abstraction» |
«allocaten '\ +cfiltTdata: filter T dat{ «abstraction», i «allocaten |
K structure aallocate»  *+ ;. ’ Allocates |
xabstraction» Allocates Allocate? *~ («abstraction» i
Allocates " (pcaten = LR . ! «allocates !
‘ MR L, «abstraction - v \

ms4.x

«memoryPartition

structure

/‘Allo(atetl

-~ wabstraction»
«allocater

Figure28, and theFigure27 diagram is equivalent to thieigure29 diagram

° Modelling of baremetal applications are not supported so far.
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«Component»
network_ex_explicit_memspaces

structure
+procTdata : process_T_dat:
+ctl1:compose_T_L structure
structure ‘ +genActuation: gen_ctrl_actiol +display: Displ ildDat:
N £| structure structure
A T T
«abstraction» |

+ctl2: compose T L
structure 3
«abstractionh . :
N «allocaten '\ + cfiltTdata s filter_T_dat] “abstraction», 1 Allocates aallocater |
Y Y structure «allocate» "« H . Allocates
xabstraction» Allocates 2 Allocate? J«abstraction»
Allocated ™\ ;| incaten — - . ! «allocate» '
Y “"'E"“’W";m“"“ «abstraction» el N v/
q ms2.x
N _ “““"ﬁ‘ﬁ?ateé «memoryPartitions «memoryPartition
«memoryPartition structure ey msax
ms1.x wabstraction: structure [ structure
structure ~_ vallocaten
Tsens1: T sens st Alocatez ot AU cions . Allocated
+Tsens1:T_sens_str - +gway1 : gateway * wallocaten e .
structure t structure ,* «abstraction»
é] «abstractChannely -l Abstractchannels \ " “aliocaten
S N +server : server_node
«abstractions structure

«allocaten S
Allocate1  “~

+Tsens2:T_sens_str +gway2 : gateway
structure «AbstractChannel»

Figure 28. Figure 26 mapping making explicit memory spaces.

«AbstractChannels

«Component»
gateway
structure

+routing_d : my_routing_alg
structure

7
«abstraction»
«allocate‘»

«memoryPartition»
routing_d.x
[ structure

«abstraction
«allocate»

«abstraction» Abstractiond

~ _ «allocates

=_z_ |

Abstraction3 «abstraction» "
«allocate» e -
i ~3
+ arm1l : cortex_arm9 +arma2 : cortex_arm9
structure structure
1

+ bos: axi

structure

[3] +in
+ mem : memory ‘
structure

+ netifl : netif
structure

B [T+ out

Figure 29. Figure 27 mapping making explicit memory spaces.
Finally, Figure30illustrates a case where the network model merggances of nodes

at different abstraction levels, and theapping of distributed application.
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Figure 30. Example of fixed allocation of a distributed application onto a set of processing nodes of
a network.

4.7.3 Mapping with explicit Memory Spaces

As was shownn the previous sectigrthe inference rulesely on a set of criteria which
enablea syntheic mechanisnto specify the mapping of the distributed application onto
the network which enables the omission of memory spacesthe model, and
specifically, in the network architecture madel

The production of models where the memory spaces are éxsioot only supported,

but it is necessary if the modeller wants to break the criteria o&ftrementioned

memory space inferenaeiles. For instance, the modeller might want to map every

single application component instance on its own memory s@acé (s shown in

Figure 31) . I n such an exampl e, the fnAcfil  Tdat a
application component i nstances, whi ch bel
the same node (the server node), but each vgitbwin memory space (so producing its

own executable in synthesis). This also enables to explore the effect of different
memory space allocations and mappi(gge sectiod.9.]).
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«Component»
network_ex_explicit_memspaces
structure

+procTdat : process_T_data

+ctl1 : compose_T_L structure . . .
el |+gennctuannn:gen_cm_actlor| +display: D Datal
+ctl2: compose T L structure structure
o . +cfiltTdata filter T_data .. —
\ structure «aabstractiond . «abstractidgs «abstractions
uahsltlracttmn»\\ wallocates «allocates wallocates 1
\ callocaten Allocate? "~ v, Allocates
Allocates ¥gstractions Allocates %3 wabstractions* .. Allocateg’, :
wallocate ememoryPartitions wallocaten .y N Y 'l
4 ms2.x Allocatet  [umemoryPartitions! umemoryPartition»| | smemoryPartiti... «memoryPartition»
wmemoryPartitions| ‘structure ms3.x ms4.x ms5.% ms6.x
ms1.x structure structure structure structure
structure wabstrachions”
wallocaten T~ Allocate3 L
Allocate? wabstraction® . N < Allocated

wallocater "~

+gwayl: gateway

. '
wabstraction
" labstra :ﬂ?@iﬁmtel‘ +wabstractions
«AbstractChannels Auuatlbsate» . y - «allocates

ocal T

+Tsens1:T_sens_skr A
structure wAbstractChannels

R
wabstractions ~

«allocates Ta
Allocate1

+Tsens2 : T_sens_str
structure wAbstractChannels

Figure 31. Mapping of the distributed application allocating specifically a memory space to each
application component instance.

+server: server_node

«AbstractChannel»

+gway2 : gateway

structure
[]

4.7.4 Distributed RTOS: Mapping RTOS instances onto the network

In a similar way, the methodology enables tagture of distributed RTOS. They are
captued using the same technique, i.e. by means of <<allocate>> UML abstractions
from the RTOS instances to the nodes. The methodology assumes that such a mapping
can be done to:

1 Any node which describes only a set of HW platfeasources

1 Any node with an intenal architecture description (sectiohs.2 4.5.3 4.5.9
with computational resources (CPUSs) not allocated.

In both cases the default semantics is that the RTOS nuwa@dl the available
computational resources (assuming that the distributed RI@MP, then the target
must be als&MP).

The desdption of the gateway platform, shown KFigure 32, shows an example of
node as a HW platform
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«Components
gateway
structure

+ arm2 : cortex_arm9
structure

1

+ arml : cortex_arm9
structure

+ bos': axi

structure
]

[ﬂ%
+ netifl : netif + mem : memory

structure structure
® |+ out

Figure 32 Descripti on o f exanple of hogesas @W@agfabm. n o d e

Figure 33. Example of distributed RTOS instance (ADRTOSO
figway20) , mo d e | KedkHIV platforms.wo net wor

From the aforementioned default semantics, the distributed RTOS takes over the two
processors of each gateway node.

4.8 Modelling of Zones and Contiguity

The modelling methodology enables the modelling of zones in a wide sense. The
modellingapproach which will be described relies on a minor extension of the domain
view and profile shown in sectidl, and shown ifrigure34.
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